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AiD-EM

Adaptive Decision Support

for Electricity Market

Negotiations
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Portfolio Optimization
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ALBidS

Adaptive Learning Strategic Bidding System
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– Main Agent
– A simple reinforcement learning algorithm

– The revised Roth-Erev reinforcement learning algorithm, including
a weight value W for the definition of the importance of past
experience

– A learning algorithm based on the Bayes theorem of probability

ALBidS
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Energy consumption forecasting
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Boxplot shows that consumption between hours 9 and 23 is very 

variable

When the solar radiation is lower

the consumption of lights is higher 

in most hours

Energy consumption forecasting



• Feedforward ANN

Energy consumption forecasting



Method MAPE(%) Description

ANN_1 16.9
Input: Contextual data

Output (1): Total consumption

ANN_2 15.0

Input: Contextual data

Outputs (3): Consumption of HVAC, 
lights, sockets

ANN_h 10.3
Input: Contextual data and external data

Output: Consumption of HVAC

ANN_l 18.1
Input: Contextual data and external data

Output: Consumption of lights

ANN_s 12.6
Input: Contextual data and external data

Output: Consumption of sockets

MLP 7.57

Input: Hour, solar radiation, 
consumption

Output: Consumption of lights

SVR 7.48

Input: Hour, solar radiation, 
consumption

Output: Consumption of lights

LM 7.87

Input: Hour, solar radiation, 
consumption

Output: Consumption of lights
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• The three methods present lower forecasting 
errors than previous approaches

Energy consumption forecasting
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Fuzzy Rule-Based Systems (FRBS)

• Combines Fuzzy Logic with forecasting

• Generates fuzzy rules from numeric input data

• Decreases the time spent in the learning process
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• The architecture is essentialy composed by knowledge base module and
inference system module

FRBS

Knowledge Base

Data Base

Rule Base

Inference System

IF-THEN rules

Fuzzy Rule-Based Systems (FRBS)
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FRBS based on space partition

FRBS based on neural networks

FRBS based on clustering approaches

FRBS based on genetic algorithms

FRBS based on gradient descent
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Fuzzy Rule-Based Systems (FRBS)
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Contextual Learning

Generic F(x)

Best solution for all situations?
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Contextual Learning
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Contextual Learning

𝑄: 𝑐 𝑥 𝑠 x a → 𝑈

Context State Action

൧

𝑄𝑡+1(𝑐𝑡, 𝑠𝑡 , 𝑎𝑡)

= 𝑄𝑡(𝑐𝑡, 𝑠𝑡 , 𝑎𝑡) + 𝛼(𝑐𝑡, 𝑠𝑡 , 𝑎𝑡)[𝑟𝑐,𝑠,𝑎𝑡 + 𝛾 · 𝑈𝑡(𝑠𝑡+1 ) − 𝑄𝑡(𝑐𝑡, 𝑠𝑡 , 𝑎𝑡)

Learning rate Discount factor



Contextual Learning

Leads to a smaller number of observations (per context)

Slower learning convergence
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Contextual Learning

Transfer learning

Context 1

States

Actions

Context 2

States

Actions

Context N

States

Actions



Contextual Learning

Faster convergence with simulated 

annealing



Efficiency/Effectiveness (2E)



• Retrieve

• Reuse

• Revise

• Retain

New case

Similar case

Similar Solution

New Solution

Problem Space

Solution Space

Clustering

K-NN

Decision

Trees

Expert 

Systems

Fuzzy logic

SVM

PSO

Efficiency/Effectiveness (2E)



Method Equation (8)
Confusion Matrix Type of 

modificationEfficiency Effectiveness
ERS2A NEG. - - -
RSA NEG. - - -

PERS2A NEG. - - -
SADT NEG. - - -

PRESPSO - VERY SMALL VERY SMALL
Very small 

reduction

PSODT - VERY SMALL VERY SMALL
Very small 

reduction

PSO - VERY SMALL SMALL
Small 

reduction

HSA - VERY SMALL VERY SMALL
Very small 

reduction

PERSGA - VERY SMALL VERY SMALL
Very small 

reduction

GADT - VERY SMALL VERY SMALL
Very small 

reduction

The methods with efficiency 

classification equal to NEG. 

automatically are selected to 

solve the case study

Other methods are subject to 

a Fuzzy confusion matrix The modification type is 

applied in method parameters

Efficiency/Effectiveness (2E)



In different 

contexts, 

different 

strategies 

are chosen

Context 1 – peak, business Context 2 – offpeak, business

Context 3 – peak, non-business Context 4 – offpeak, non-business

Results
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100% effectiveness 50% effectiveness

0% effectiveness • 100% effectiveness: all strategies are 

executed at their full potential

• 50% effectiveness: all strategies are 

executed with a reduction in execution times 

– reflected in their performance (e.g. game 

theory and determinism theory)

• 0% effectiveness : only the fastest 

strategies are executed

Results
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www.MASCEM.com/casos.aspx

Results
Regression

ANN

ALBidS
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Thank you

Please contact me for any questions or 

comments

tcp@isep.ipp.pt

https://scholar.google.com/citations?user=

RfV9O88AAAAJ&hl=pt-PT&oi=ao

mailto:tcp@isep.ipp.pt
https://scholar.google.com/citations?user=RfV9O88AAAAJ&hl=pt-PT&oi=ao
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